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Motivation
• CDS considered to be one of the culprits of the 2007-2008 Financial 

Crisis

• Huge volumes of unstructured CDS data present

• Lack of public information regarding CDS trading

• Extracting and analyzing such information is thus extremely 
important

• Making the data available and open source will help future research 
and companies looking to use CDS



• Text Annotation Tool

• Credit Default Swaps Reportings Dataset

• CRF Tagger for CDS Reportings Dataset

• Credit Default Swap Search Engine

• Report Processing

Deliverables



Methodology

Approaches

• Rule Based Extraction of Data
• Created a python script to extract tables from the reports.
• Accuracy of the script is 91.33%
• Merged the Data to create a database containing all CDS information

• Natural Language Processing
• Discovered that unstructured data was scarce.
• Deep Learning not possible with the amount of data we had.
• Decided on a CRF Model for NLP 
• Tagged data for CRF training



Rule-Based Extraction Method
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Step2.1 Script to extract tables

CDS in a formatted report



Step2.1 Script to extract tables

Extracted Table in Raw Form



Step2.2 Removing non-CDS tables

Example of Non-CDS table



Step2.2 Removing non-CDS tables

Example of Interest-Rate Swaps



Step2.3 Formatting extracted table

Formatted CDS Table



Credit Default Swap Dataset Rows - 16,813



Performance: Table Extraction

Number of reports with 
structured data (tables)

Number of reports with 
structured data (tables) with 

CDS

Accuracy: 91.33%



Observations

Unstructured Methods of  
reporting Credit Default Swap 

●Need to prepare unstructured data 
for Natural Language Processing

●Run a python script to extract out 
only the useful unstructured 
sentences from the files

●Manually tag the data using our 
Text Annotation Tool

●Text Annotation Tool automatically 
formats tagged dataset into desired 
format



Natural Language Processing



Steps for conducting NLP

Parts of Speech 
Generation Filtering Labels Feature 

Extraction
Training CRF 
Model



Parts of Speech Generation
●Parts of Speech form the building 
blocks of understanding the context 
of each element in a sentence.

●POS tags have been deemed to be 
useful in extracting relations 
between words and also building 
lemmatises to reduce a word to its 
root form.

●NLTK Library provided by 
Stanford’s CoreNLP API used to tag 
parts of speech.



Filtering Labels
●15,094 labels O-label or no-entity label. 
No significance in our analysis as they do 
not carry information that we want to 
extract.

●Could lead to class imbalance and not 
give accurate results. This would lead to 
a high theoretical accuracy but it would 
classify most words as O label.

●We chose to undersample the O-label 
by simply dropping the words which 
carry the label O



Feature Extraction and Training
● Feature function is a function that 

takes in as input:a sentence, the 
position of a word in the sentence, 
the label of the current word, the 
label of the previous word

● Then we assign each feature 
function a weight and simply add 
up all the weights for each word to 
generate a score

● Finally, generate a probability by 
normalisation and exponenting



Benchmarks and Results

Training on CONLL 2003 
Dataset

Training on CDS 
Sentences



Benchmarks for similar studies

Performance 
benchmarks with 

domain-specific studies 
using CRF models to 

extract data.

Credit risk assessment 
by extracting 

information from loan 
agreements

Presents a novel 
method to recognize 

named entities in 
financial news texts



Analysis



Predicting Financial Health of a company
• Chance that an underlying deliverable obligation would fail to fulfill 

during life of the contract

• Calculate it as                             where

• q is default probability ( of a credit event)

• Price of a CDS is referred to as its spread and is denominated in 
basis points or one-hundredths of a percentage point.

• R is the assumed recovery rate and is chosen arbitrarily



• We get the spread for each CDS dealing from our dataset

• We calculate the default probability for each entity by taking R as 
25%, 50% and 75% along with the corresponding spread.

• The probabilities are plotted on separate graphs for each value of R

• We then calculate the weighted average of all the probabilities and 
come up with a number to predict how well the company is doing 
financially

Predicting Financial Health of a company



Predicting Financial Health of a company



Conclusions
●Need for a centralized database consisting of all the information regarding 
CDS dealings recognized.

●Both rule-based and NLP-based techniques used to extract data.

●Tools developed for preparing new datasets and expanding the current 
one

●Analysis done on data to answer key questions

●Developed a website combining all the models and data which is easy to 
use for future research



AppendixAppendix





Sequence Labelling

● The task of assigning a single 
label to each element in each 
sentence

● Algorithms are mostly based on 
probabilistic or deep learning 
methods

● Probabilistic methods include 
Conditional Random Fields and 
Hidden Markov Models. 

● Deep Learning methods include 
LSTM-CRF and BiLSTM-CRF



Generative vs. Discriminative Classifier

● Discriminative models model 
conditional probability 
distribution, i.e. P(y|X)

● Generative models try to model a 
joint probability distribution, i.e., 
P(X,Y)

● Need an account for elements 
nearby, so conditional probability 
distribution needs to be 
considered



Why Conditional Random Field ?

● The objective of a sequence 
labeling problem is to find the 
probability of a sequence of 
labels(y) given an input of 
sequence of vectors (X)

● This probability is denoted by 
P(y|X) 

● Support for feature functions 
makes CRF a better candidate 
over Hidden Markov



Conditional Random Field
● Input Sequence: Xi = [x1 ,...,xn ]. 

target sequence of labels: Yi = [y1
,...,yn ] and n is the length of the 
sequence

● U(x,y) is known as emissions 
scores which is essentially the 
score generated for a label y 
given the x vector at nth timestep

● T(x,y) is essentially a matrix 
where each element in it is a 
learnable parameter which 
represents the transition from the 
ith label to jth label.



Training the CRF Model
● Fully labelled data is represented as 

(w(1) , t(1) , s(1))..., (w(n) , t(n) , s(1))

● The objective of parameter learning is 
to maximize the conditional likelihood 
on the basis of training data.

● Conduct penalization on log-likelihood 
with a zero-mean Gaussian Distribution 
over the parameters.

● With the help of L-BFGS’s gradient, we 
learn the parameters. So training the 
CRF model would allow us to find the 
optimal values of λ for the training data.



Text Annotation Tool

Defining 
Labels



Text Annotation Tool

Tagging in Action


